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Chatbots as an ethical challenge  
for contemporary psychotherapy
Czatboty jako wyzwanie etyczne dla współczesnej 

psychoterapii

S U M M A R Y

Technological progress, especially the development of digital media and artifi cial in-

telligence, aff ect many strategic areas of interpersonal communication and therapeu-

tic services. The emergence of bots or programs using artifi cial intelligence in the fi eld 

of psychotherapy, presents new ethical challenges to researchers and practitioners. In 

this context, it seems important to refl ect on the essence of psychotherapy and the 

possibility of applying these new solutions in the context of interdisciplinary discus-

sions on posthumanism, transhumanism and posthuman.
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S T R E S Z C Z E N I E

Postęp technologiczny, a zwłaszcza rozwój cyfrowych mediów i sztucznej inteligen-

cji, ma wpływ na wiele strategicznych obszarów komunikacji międzyludzkiej i usług 

terapeutycznych. Pojawienie się botów, czyli programów wykorzystujących sztuczną 

inteligencję, w obszarze psychoterapii stawia przed badaczami i praktykami nowe 

wyzwania etyczne. Wydaje się w tym kontekście istotne podjęcie refl eksji nad istotą 

psycho terapii oraz możliwością zastosowania nowych rozwiązań w kontekście inter-

dyscyplinarnych dyskusji nad posthumanizmem, transhumanizmem i postczłowie-

kiem.

Słowa kluczowe: bot, sztuczna inteligencja, psychoterapia
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Introduction 

When in the 20s of the previous century Kar-

el Čapek wrote in his science fi ction play en-

titled Rossumovi Univerzální Roboti about ro-

bots which replace people in doing diffi  cult, 

arduous and repetitive jobs, his idea seemed 

to deserve quick implementation. In the ep-

och of the industrial society of the 1930s and 

then 1950s emphasis was placed on fast de-

velopment of technologies which increased 

the eff ectiveness of human work and made 

it possible to replace the presence of man in 

the “frontlines” and “spheres” which did not 

require human intelligence, emotional sensi-

tivity or using language. Technology in that 

period was eff ective, and many of its applica-

tions, especially in light and heavy industry, 

arms industry and construction outbalanced 

considerably physical and biological effi  cien-

cy of man. At this stage of social development 

it was essential to use energy of machines ef-

fectively. 

In the 1960s in Western European coun-

tries – thanks to a Japanese anthropologist 

– Tadao Umesao (creator of the concept) and 

sociologists of media (in Poland Tomasz Go-

ban-Klas in the 80s) the term “information so-

ciety”, which means, generally speaking, the 

one in which the amount of GDP is largely 

dependent on eff ectiveness of human work 

based on IT technologies (Goban-Klas, 1999). 

As a Spanish sociologist of media and 

economist Manuel Castells points out, in the 

90s of the previous century we entered the 

era of informationism, since it is informa-

tion and methods of its processing and stor-

age that have become the driving force of so-

cial development on an unprecedented scale 

(Castells, 2010).

The structure of direct interpersonal rela-

tions has been completed or even replaced 

with a network of relations in the cyber-real-

ity. In the web society and in reference to this 

phenomenon there started to appear psy-

chological and sociological analyses, in which 

the authors used such terms as e-personality 

or e-identity (Turkle, 2005, 2013; Aboujaude, 

2013). At present their frequency is becom-

ing equal to the frequency of using the term 

e-service (e.g. in reference to such sectors 

as e-learning, tele-medicine, online therapy, 

e-shopping, electronic banking).

At the end of the second decade of the 

21st century it is more and more frequently 

that one deals with the problem of Big Data1, 

and in reference to the relation man – tech-

nology the post-humanistic or trans-human-

istic paradigm is used (Hayles, 1999; Mahon, 

2017). This conceptualization points out the 

processes of human cyborgization and psy-

chological, medical, neurobiological, artistic 

and political consequences of this state of af-

fairs (Ogonowska, 2018a). 

Until the 1960s technology was defi nitely 

controlled by a human being, who analyzed 

the eff ects of their work and introduced fur-

ther corrections. Two decades later, main-

ly in Western European countries, Japan and 

the USA there emerged fi rst the idea, then 

prototypes and fi nally excellent solutions in 

the sphere of intelligent technologies, which 

could learn by their own mistakes and con-

stantly self-improve. These technologies can 

even decide about the moment of their own 

destruction, when implementation of their 

operations becomes impossible or the system 

itself – ineff ective. 

Intelligent technologies 

However, in the context of the above 

fi ndings one can have doubts if a bot can be 

a partner in a therapeutic interaction? Can re-

ports about eff ectiveness of the therapy using 

1 Big Data is a relatively new term referring to 
big, changeable and diverse sets of data. Their 
processing and analysis is diffi  cult and impos-
sible without participation of technologies of 
large computing power. Processing this gigan-
tic amount of information and its comparing or 
for example searching for correlations between 
diff erent variables is very worthwhile, since op-
erations on these sets can lead to gaining com-
pletely new knowledge and working out origi-
nal solutions in a given service sector. 
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a computer program be the most important 

reason for applying this type of technological 

solutions on a large scale? Should economic 

considerations convince us to regard this kind 

of actions as a new form of psychotherapy? 

These are questions starting a discussion 

on an impact of the contemporary media civi-

lization on existing and planned forms of psy-

chological help (Tryjarska, 2004). Within one 

article it is impossible to discuss all arguments 

for or against using technology in therapeutic 

communication. However, it is important to 

provoke deep refl ection on this topic among 

representatives of diff erent circles involved in 

this issue, also in the phase of production and 

implementation of inventions based on artifi -

cial intelligence. 

Answers to these questions are essen-

tial also in reference to other ethical issues. If 

a program makes a mistake, who will be held 

responsible for such a state of aff airs? The pro-

ducer or the company/institution which off ers 

such a service? 

It goes without saying that the algo-

rithm which is the basis for the functionality 

of a bot is the eff ect of cooperation between 

specialists in computer science (mainly pro-

grammers) and psychotherapy, who provide 

“feedstock” on basis of content to the pro-

gram. Thus, we are dealing with the process 

of translation of the therapeutic language 

into a computer program and an algorithm 

and connected with it NLP engine activated 

at the moment when a bot starts a contact 

with a client/patient. There is no psychother-

apeutic contact here, which does not mean 

that the user of the technology does not ex-

perience emotions and feelings in the course 

of the whole process, also in reference to the 

bot. It happens in spite of the awareness that 

it is not a contact with a human being. Cur-

rently used technological solutions (robots, 

bots) process enormous amount of data. They 

are also able to simulate, it would seem, typ-

ically human behaviors, such as: using lan-

guage, reading communicative intentions of 

the interlocutor and controlling the conver-

sation according to a defi nite plan/algorithm 

or reading complex emotions on the basis 

of facial expressions. By their highly special-

ized functionalities they make an impression 

that they have the ability to feel, have a little 

of a mind and even personality. Although the 

creators of intelligent technologies empha-

size the fact that they have neither conscious-

ness nor general intelligence, which makes 

them diff erent from a human being, these 

abilities are, as it were, replaced or compen-

sated for by algorithms. The latter ones enable 

the technology itself to make self-analysis of 

the eff ectiveness of its functioning (“internal 

audit”), also in reference to various environ-

ment parameters (“SWOT analysis”). The de-

scribed technologies do not have a mind, but 

they can be compatible in communication 

with each other and also in interaction with 

man, who ascribes human properties to them 

(Revees, Nass, 1996). 

Thus, using bots in psychotherapy re-

quires renewed pondering over the role of un-

specifi c factors which contribute to the eff ec-

tiveness of applied psychotherapeutic tech-

niques and are connected with the quality of 

interaction betfween a patient and the tech-

nology “providing assistance to them”. As we 

know, traditionally (that is in the dyad patient/

client – therapist) there was a connection be-

tween unspecifi c factors and a therapeutic re-

lation created in the process of psychother-

apy (cf. the aspect of therapeutic covenant). 

(Kleszcz-Szczyrba, 2010). So far there has 

been no research into this issue in reference 

to a therapy conducted by a bot. We are still 

at the stage of describing phenomena which 

are developing dynamically, in statu nascen-

di; their psychological eff ects are as yet the 

subject of single studies, which do not make 

a complete picture of the situation. (Whitty, 

Young, 2017, s.196-197). 

Meanwhile, since the beginning of the 

21st century in Asian countries, mainly in 

Japan and South Korea there emerge ro-

bots which are very similar to man, not only 

in terms of appearance but also patterns of 

behavior corresponding to previously pro-

grammed personality profi les. Technological 
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solutions aff ect social attitudes towards tech-

nologies themselves, which function not only 

as external support of human actions but also 

more and more often as an important compo-

nent of internal life processes of man or man’s 

moving in space (e.g. chips monitoring the 

level of hormones, blood pressure, body tem-

perature; converters; exoskeletons, new gen-

eration prosthetics) [F1]. 

Ideas of a posthumanistic society become 

materialized and concretized very fast (Hayles 

1999; Herbrechter 2013; Mahon 2017). Some-

thing that functioned as a literary or artistic 

futuristic project several years ago, is becom-

ing everyday reality now or even – from the 

point of view of modern automation, robotics, 

generic engineering – a passe solution [F1]. 

Sharp development of computer science 

which started in 1960s has made the relations 

between technology and man as a social be-

ing much more dynamic. There appeared, also 

in humanistic thought, studies concerning an 

infl uence of media (at the beginning analog 

ones) on man’s functioning, also in the social 

aspect. In the 1950s, until 1980s technological 

determinists, under the leadership of Marshall 

McLuhan developed the idea of media as ex-

tensions of man’s potential. At present these 

studies are being continued in reference to 

the digital reality of the web society by Derrick 

de Kerckhove and Paul Levinson (Ogonows-

ka 2018 a). In response to these changes, at 

present there can be seen a dynamic develop-

ment of research in the sphere of trans-disci-

plines, such as social informatics or cyberpsy-

chology and in neurosciences. The context for 

these solutions – in reference to humanistic 

or social refl ection – is more and more often 

post- or transhumanism as new paradigms of 

studies on the condition and future of man in 

the epoch of media civilization 5G2. 

2 5 G technology – is the fi fth generation tech-
nology, which is a revolution in the world of 
wireless connection and communication. 

Research on the impact of media: 
an outline of the issues 

It was already at the stage of the classical Mc-

Luhan’s research that technologies were per-

ceived as means for optimization and broad-

ening cognitive abilities of man. The dynamic 

development of cognitive psychology at that 

time was also to a large degree inspired by the 

so-called computer and calculative metaphor, 

the sources of which can be traced back to re-

search work of Claude Shannon and Alan Tur-

ing. 

On the other hand, in the mid-1970s there 

emerged a new scientifi c discipline, cogni-

tive science, within which they wanted to in-

tegrate all fi elds of knowledge dealing with 

cognitive processes of man and their prod-

ucts. In this period there could be noticed fi rst 

attempts of integrating psychology with com-

puter science and the theory of artifi cial intel-

ligence (Bobryk, 2001). Today they can be per-

ceived as foundations of the development of 

aff ective computing or social informatics as 

well as solutions from the sphere of user ex-

perience. 

In the second half of the 1990s, fi rst within 

neurosciences and then at their intersection 

with cyberpsychology, they noticed the role 

of emotions as a factor intensifying man’s in-

volvement in the sphere of technology. This 

idea is rendered by the above-mentioned af-

fective computing. Research into this issue 

was begun by Rosalind Picard in MIT and de-

scribed in her book of 1997 entitled Aff ective 

Computing (Picard, 1997; 2014). The indicated 

fi eld of research is of interdisciplinary charac-

ter (computer science, psychology, automa-

tion, robotics, neurobiology) and it analyses 

the connection of emotions with relations be-

tween man and technology. These studies are 

not limited only to creating theoretical mod-

els referring to various forms of man’s commu-

nication with the computer and people’s com-

munication with one another in the web en-

vironment, but also result in designing more 

and more perfect interfaces and computer 

programs. The latter ones facilitate eff ective 
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communication and achieving social, med-

ical, therapeutic or economic goals. In turn, 

combining research from the sphere of cy-

berpsychology with neurosciences helps in 

studying neurocognitive, aff ective and social 

aspects of man’s communication in conjunc-

tion with technology and solutions based on 

artifi cial intelligence. 

Later development of cognitive science 

considerably revolutionized and reviewed 

classical assumptions of the 1960s. Dynamic 

development of research on artifi cial intelli-

gence and digital media and their noticeable 

social utility, since the 1990s caused a signifi -

cant increase of the number of studies and ap-

plications of new media, virtual and augment-

ed reality (VR, AR), artifi cial intelligence (AI) 

in diff erent sectors of social services. It also 

included journalism, education and therapy 

and broadly defi ned medical services. Picard’s 

book is a good testimony of this revolution in 

thinking. 

Apart from robots, at the turn of the 20th 

and 21st centuries there appeared their virtu-

al equivalents, that is bots. They are comput-

er programs which stimulate behavior, also 

communicative, of people, making it easier for 

them to use many services off ered online in 

real-time. It was only in the second half of the 

90s that psychological research showed that 

people approach new technologies as they 

approach other people, i.e. they get involved 

in a contact with a digital machine or they feel 

empathy towards avatars despite their decla-

rations that – on the rational level – they know 

that they are only technological creations, re-

sembling humanoid beings only in their reac-

tions or appearance (Reeves, Nass, 1996). Lat-

er research shows that people give in to this 

illusion even if they hear only a technological-

ly generated voice, simulating a conversation 

with a real human being (Colby, 1999). 

Dynamic development of digital technol-

ogies since the second half of the 90s inten-

sifi ed interpersonal contacts of personal and 

formal (professional) character, also between 

people who had not known each other before 

from the offl  ine environment (Ogonowska, 

2016). Using these technologies has become 

common, especially among children and 

youth as well as young and the so-called mid-

dle-aged people. Thus, they have undergone 

peculiar naturalization, their constant pres-

ence in the social life made them become so 

natural that they seem invisible for their users. 

At the same time, on the international IT 

market, thanks to, for example, such compa-

nies as Microsoft, Apple or IBM, one could ob-

serve the development of friendly interfaces 

and intensifi cation of research concerning the 

so-called user experience.3 Using new tech-

nologies was becoming more and more intu-

itive and adjusted to the needs and expecta-

tions of various groups of users, who did not 

have to have specialist IT and programming 

competence. It was enough that they were 

curious, ready to experiment and that they re-

alized that the solutions off ered on the IT mar-

ket could considerably improve the comfort 

of their everyday life. Creators of new technol-

ogies could speak to potential users /consum-

ers using the language of benefi ts (saving of 

time, money, physical energy, psychic energy, 

etc.).

Intuitiveness of the suggested solutions, 

especially since social media became wide-

spread, stands in clear opposition to the ne-

cessity of developing more complex social 

or linguistic-communicative competence 

(Ogonowska, 2016). Users/creators of con-

tents using – on a large scale – digital technol-

ogies also adapted to their functionality. The 

latter ones to a large degree ‘formated’ their 

mentality and communication patterns. As it 

has been emphasized before, the basic attri-

bute of operations was availability, economy 

(of time and fi nancial means) as well as virtu-

al charakter (no necessity of coming into di-

rect and often stressful contact with another 

person). 

3 User experience – all of sensations which are 
experienced by the user while dealing with an 
interactive product. 
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From online therapy to bots 

Forms of mediatised communication, which 

means technologically mediated online, have 

also penetrated therapy in the form of e-ther-

apy or hybridized therapy, combining “tradi-

tional” psychotherapy based on direct con-

tact between a specialist and a patient/client 

with diff erent forms of mediated communi-

cation (chats, e-mail, conversation via Skype, 

etc.). These new media forms of treatment 

triggered controversy among therapists and 

researchers of new forms of psychotherapy, 

however, there were always a therapist and 

a person receiving psychological assistance 

present online or offl  ine (Ogonowska, 2018). 

Another step is for instance Woebot, a com-

puter program which is an example of a chat-

bot based on the principles of cognitive-be-

havioral therapy, which is supposed to help 

in treating depression or attenuating anxi-

ety. Currently, as cyber-psychologists Monica 

T. Whitty and Gary Young point out, the so-

called digital autochthons are totally diff erent 

in their expectations from previous genera-

tions, since they look for health services on-

line and interactions with new technologies, 

which are closer to them than people (Whitty, 

Young, 2017, p. 188). 

Chatbots instead of a therapist

As it has been mentioned before, contempo-

rary chatbots represent very much advanced 

computer programs, which simulate people’s 

behaviors. They can hold a conversation in in-

stant messengers (such as Messenger, Skype 

or Slack) or in windows like “live chat” on web 

pages www. The sector of psychotherapeutic 

services uses the so-called conversation chat-

bots, which use the “natural” language of a pa-

tient/client simulating a casual conversation. 

Creating this illusion is possible thanks to the 

so-called Natural Language Processing (NLP), 

which is able not only to “understand” the 

communicative intention of the interlocutor 

but also draw attention to the key syntactic 

and semantic parameters of their statement, 

signifi cant for the therapy. A chatbot “reinforc-

es” those which are important in terms of ef-

fectiveness of psychotherapy and at the same 

time “subdues” less essential or harmful ones. 

A chatbot makes use of a rich corps of 

texts, thanks to which it can generate sen-

tences not only in many diff erent languages 

but also social dialects or even language “mix-

tures”, such as Sponglish or Ponglish. Prepara-

tion of a good base of chatbot’s knowledge is 

a long and time consuming process, compris-

ing for example analytical and editorial work 

as well as consultations with experts. These 

actions ensure factual and linguistic correct-

ness of every answer. 

The idea of generating the natural lan-

guage was born in Massachusetts Institute of 

Technology (Weizenbaum 1966, 1967; [F1]), 

where Weizenbaum created chatbot ELIZA for 

simulation of a conversation with a therapist. 

The chatbot “held” several conversations with 

patients in the spirit of Rogers’s therapy. This 

simple system reacted to the so-called key 

words which appeared in a client/patient’s 

statements and responded to them “contex-

tually” . For example, when in the list of pro-

grammed key words there was “mother” and 

the person used this word in a statement ad-

dressed to ELIZA system, this person received 

a contextual feedback question concerning 

their family situation. 

Later there were attempts to create a bot 

imitating the other party of a therapeutic con-

tact, which means a client/patient. It was the 

main idea of PERRY program, which imitated 

communicative behaviors of a patient with 

paranoid disorders (Colby 1973, 1999). These 

initial designs already contained – of course 

on a lower level of advancement – solutions 

typical for contemporary conversational bots, 

which are used in psychological or speech 

therapy. 

As it has been noticed by Abu Shawar, at 

the end of the previous century and at the 

turn of the 20th and 21st centuries there ap-

peared many solutions of that kind, for in-

stance: MegaHAL, CONVERSE, ELIZABETH, 

HEXBOT, or ALICE addressed to various 
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sectors of the market, from medical to enter-

tainment. Each of these fi rst names / proper 

names means something, e.g. ALICE stands 

for Artifi cial Linguistic Internet Computer En-

tity (Abu Shawar; Atwell, 2015). Giving human 

fi rst names to programs has a signifi cant psy-

chological aspect. Users automatically anthro-

pomorphize technology when they start in-

teracting with it. 

One of the latest projects representative 

for e-therapy based on gamifi cation4 is an on-

line therapeutic game called SPARX. It was 

created in 2013 by research workers of Auck-

land University in New Zealand for its citizens 

and residents. This game, belonging to the 

fantasy genre, is addressed to young people 

who observe in themselves depressed mood 

or anxiety tendencies. 

The game is preceded by a simple quiz, 

which allows the user’s “self-diagnosis” and 

their taking a decision as for participation 

in the world of SPARX. Its name comes from 

the words: Smart, Positive, Active, Realis-

tic, X-factor thoughts. The game is based on 

the assumptions of the cognitive-behavioral 

therapy. Each of the players is led by an AV-

ATAR-bot, which explains the rules and en-

courages to gain two diff erent types of com-

petence (competence in acting/competence 

in thinking), necessary – according to the cre-

ators of the game – for overcoming problems 

in the real world. The avatar’s statement also 

contains a clear suggestion that if the game 

does not help, it is necessary to contact a spe-

cialist in the offl  ine world. 

Further innovations aim at creating stron-

ger and stronger illusion of communication 

typical for direct forms of interpersonal dia-

logue. In the context of the suggested solu-

tions there arises a question about distinc-

tive features of a therapeutic process, about 

necessary or suffi  cient features, which would 

4 Gamifi cation – making use of mechanisms 
and logic of actions known for example from 
feature and computer games, for modifying 
people’s behaviors in situations which are not 
games in order to increase their involvement 
and level of motivation. 

decide about classifying a communicative sit-

uation as therapeutic. 

In order to solve this problem one should 

refer to “classical” descriptions or defi nitions 

(Grzesiuk, 2005; Kępiński, 1972, Frankl, 1984), 

which have not faded at all. 

Antoni Kępiński in his book The Rhythm 

of Life (1972) suggests a description of a psy-

chotherapeutic contact from the perspective 

of a therapist. He writes there: (…) sooner or 

later there comes a moment which we sense as 

a state of strange emotion or even joyous excite-

ment: it is a moment of entering into “contact” 

with the patient. Then for the fi rst time we can 

see the inner structure of the patient with the 

whole beauty of it. It is in a sense an aesthetic 

experience, similar to an ephemeral revelation 

which we experience when we are able to see 

the beauty of art or some landscape. One can 

say that in that moment a proper psychother-

apeutic process begins, a process of mutual in-

teraction of two people, which is to not only en-

rich their mental experiences but also stimulate 

to further development (Kępiński, 1972, p. 297). 

In this description there appear several es-

sential categories, which are leading for the 

present considerations and decisions. Firstly, 

Kępiński uses the notion of ‘psychotherapeu-

tic contact’ which is possible only in reference 

to an interpersonal relation; secondly, the re-

sult of this process is a change, which takes 

place on both sides (in the client/patient and 

in the therapist). Thirdly, at last the emotion-

al aspect is touched upon, which is possible 

only in reference to human’s aff ective reac-

tions and never technologies. 

In other considerations of clinical psy-

chologists concerning psychotherapy there 

appears also an issue of interpersonal trust, 

which is a condition of creating a “helpful re-

lationship” (Sęk, 1998, p. 369). In contempo-

rary depictions, psychotherapy is described 

as a particular form of relationship between 

a patient/client and a therapist, which is inten-

tionally used as a key way of treatment (Grze-

siuk, 2005; Cierpiałkowska, Sęk, 2016). It is dif-

fi cult to refer this relationship to technology. 
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In lieu of a summary

The issues touched upon in this paper are of 

a fundamental nature for the evaluation of the 

existing and dynamically developing services 

in the psychotherapeutic sector. They have 

been adjusted to the existing and ever-chang-

ing social expectations. These solutions, how-

ever, call for a new approach to the sphere 

of e-services, hitherto connected with face-

to-face human contact (e.g. medical diagno-

sis, learning process, logopedic therapy, etc.). 

Due to the appearance of bots there is an ef-

fect of automation, homogenization of a cer-

tain process, which cannot be called a thera-

peutic relationship, although it may result in 

positive therapeutic eff ects. Statements from 

both practitioners and theoreticians of psy-

chotherapy testify to this. Viktor Frankl, the 

creator of logotherapy and psychotherapy 

stated, as follows: 

Psychotherapy of any kind must take into 

consideration two “unknown variables”, which 

cannot be evaluated, with varying factors which 

cannot be accounted for: on one hand the pa-

tient’s individuality, on the other, the doctor’s 

personality. Each and every therapeutic ap-

proach must be modifi ed depending on the pa-

tient’s individuality and changed according to 

the doctor’s personality. One should also take 

into consideration the fact that as far as the pa-

tient is concerned, the psychotherapy should not 

only be adjusted to his or her person but also be 

modifi ed depending on his or her circumstanc-

es. One must never use ready-made formulas; 

there is never enough individualisation and im-

provisation (Frankl, 1984, p. 23). 

Thus, the development of new technolo-

gies constitutes a signifi cant ethical challenge 

for therapists who use them in their work and/

or assume the role of an expert in creating 

new solutions in this sector of services. 

There has been a quantum leap and rev-

olutionary change in a relatively short period 

of time. First, online therapy sector appeared, 

followed by the application of the Net to hy-

brid therapies (Aouil, Rowińska-Władarczyk, 

Wrocławska, 2011; Ogonowska, 2018; Tantam, 

2005). Subsequently, the therapist had been 

replaced by a computer programme. The next 

step, no matter how odd it might seem at the 

present stage of refl ection, could be the re-

placement of the patient by his or her avatar. 

The avatar will – in such a scenario – be dele-

gated to contact the bot in order to cope with 

the problems of the real user. It is the more 

possible because the conversational bot can 

have its graphic image called an avatar. The 

Internet users, however, very strongly identify 

themselves with their virtual representations. 

(Von der Pütten, Krämer, Gratch, Kang, Sin-

Hwa, 2010) In this way, the trans-humanism 

project whose main character is a post-hu-

man or his or her virtual equivalent is carried 

out (Bostom, 2005; [F1]). 
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